Problem 1. [8 points] A Markov chain \( \{X_t : t = 0, 1, \ldots \} \) with state space \( \{0, 1, 2\} \) has transition probability matrix
\[
P = \begin{bmatrix}
\frac{1}{3} & \frac{1}{3} & \frac{1}{3} \\
\frac{1}{3} & \frac{2}{3} & 0 \\
0 & 1 & 0
\end{bmatrix}.
\]

(a) [2 points] Suppose \( P(X_0 = 0) = P(X_0 = 2) = \frac{1}{2} \). Find \( E(X_2) \). Show all work.

Solution:
\[
\begin{bmatrix}
\frac{1}{2} & \frac{1}{2}
\end{bmatrix} \times \begin{bmatrix}
\frac{1}{3} & \frac{1}{3} & \frac{1}{3} \\
\frac{1}{3} & \frac{2}{3} & 0 \\
0 & 1 & 0
\end{bmatrix} \times \begin{bmatrix}
\frac{1}{3} & \frac{1}{3} & \frac{1}{3} \\
\frac{1}{3} & \frac{2}{3} & 0 \\
0 & 1 & 0
\end{bmatrix} = \begin{bmatrix}
\frac{5}{18} & \frac{12}{18} & \frac{1}{18}
\end{bmatrix}.
\]
This is the distribution on the three states \( \{0, 1, 2\} \) after two steps of the chain. Therefore, \( E(X_2) = \frac{12}{18} + 2 \times \frac{1}{18} = \frac{7}{9} \).

(b) [2 points] Straightforward calculation shows that \( P^3 \) consists only of nonzero entries. Using this fact, explain how the Chapman-Kolmogorov equations (the equations that relate \( P^{n+m} \) to \( P^n \) and \( P^m \) for each \( i \) and \( j \)) imply that \( P^n \) consists only of nonzero entries for \( n \geq 3 \).

Solution: NB: Fixed mistake in original solution. For any \( n \geq 3 \), the Chapman-Kolmogorov equations state that for all \( i \) and \( j \),
\[
P^n_{ij} = \sum_{k=0}^{2} P^{n-3}_{ik} P^3_{kj}.
\]
Since the \( P^{n-3}_{ik} \) values sum to one, at least one of them must be nonzero. Since each of the \( P^3_{kj} \) values is nonzero, this means that the sum is nonzero, which is what we had to prove.

(c) [2 points] Prove that in the long run, no matter which state the chain starts in, the number of steps that the chain spends in states 0, 1, and 2, respectively, will approach the ratios 3 : 6 : 1.

Solution: Since all entries in \( P^3 \) are positive, this chain is ergodic (because all states communicate and are aperiodic and there are only finitely many of them). Therefore, it suffices to check that \( \pi \top P = \pi \top \), where \( \pi \) has its entries in the ratio 3 : 6 : 1, since this will imply that \( \pi \) is the unique stationary (and limiting) probability vector. We find immediately that
\[
\begin{bmatrix}
\frac{3}{10} & \frac{6}{10} & \frac{1}{10}
\end{bmatrix} \times \begin{bmatrix}
\frac{1}{3} & \frac{1}{3} & \frac{1}{3} \\
\frac{1}{3} & \frac{2}{3} & 0 \\
0 & 1 & 0
\end{bmatrix} = \begin{bmatrix}
\frac{3}{10} & \frac{6}{10} & \frac{1}{10}
\end{bmatrix}.
\]

(d) [2 points] Is this Markov chain time-reversible? Explain your answer.

Solution: Detailed balance is a necessary condition for time-reversibility, and in this case detailed balance is obviously not satisfied by \( \pi \) of part (c), since for example \( P_{13} = 0 \) but \( P_{31} \neq 0 \), which means that
\[
\pi_1 P_{13} \neq \pi_3 P_{31}.
\]
We conclude that the chain is not time-reversible.
Problem 2. [4 points] A Markov chain has transition probability matrix

\[ P = \begin{bmatrix} 0 & 0.5 & 0 & 0 & 0 & 0.5 \\ 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 \\ 0.5 & 0 & 0 & 0.5 & 0 & 0 \end{bmatrix}. \]

(a) [2 points] Classify each state as transient, null recurrent, or positive recurrent. Explain.

Solution: By inspection, we find that it is possible to go from 1 → 2 → 3 → 4 → 1 and from 1 → 6 → 5 → 6 → 1. Therefore, all states communicate. Therefore they all have the same classification, and because there are only finitely many of them, they cannot all be transient nor null recurrent. We conclude that all states are positive recurrent.

(b) [2 points] Is the chain ergodic? Explain.

Solution: If the chain starts at time zero in, say, state 1, then states \{1, 3, 6\} can only be visited at even times, whereas \{2, 4, 5\} can only be visited at odd times. This means that the chain is periodic, so it is not ergodic.

Problem 3. [8 points] Buses arrive at a certain bus stop according to a Poisson process with rate 2 per hour. Passengers arrive according to an independent Poisson process with rate 10 per hour. The instant a bus arrives, all passengers at the stop at that instant board the bus and the bus departs.

Fact: An exponential random variable with rate \( \lambda \) has mean \( 1/\lambda \) and variance \( 1/\lambda^2 \).

(a) [2 points] Assume that there are currently no passengers at the bus stop. What is the probability that the next bus will pick up no passengers? Explain.

Solution: The sum of the two Poisson processes has rate \( 10 + 2 = 12 \), and each event in the combined process is a bus with probability \( 2/12 \). So the probability that the next event is a bus (which is equivalent to the next bus picking up no passengers) is \( 2/12 \).

(b) [2 points] If you arrive at the stop at noon, what is the expected amount of time you will have to wait until the next arrival of any type (bus or passenger)? Explain.

Solution: The rate of the combined process is 12, so we have to wait on average \( 1/12 \) hour, or 5 minutes. By the memoryless property, we do not have to know how long before noon the last event happened.

(c) [2 points] At 2:00, there are 2 passengers waiting for the bus. Given this information, what is the expected arrival time of the next bus after 2:00? Explain.

Solution: The next bus will arrive in \( 1/2 \) hour on average, or at 2:30. By the memoryless property, the information about the number of passengers present at 2:00 is irrelevant.

(d) [2 points] Assume that there are currently no passengers at the bus stop. Let \( X \) be the number of people at the stop when the next bus arrives. Find \( E(X) \) and \( \text{Var}(X) \), showing all your work.

Solution: Let \( T \) be the time (in hours from now) when the next bus will arrive. Then \( T \) is exponential with mean \( 1/2 \) and variance \( 1/4 \). Also, given \( T \), \( X \) is Poisson with mean \( 10T \), which means that \( E(X \mid T) = \text{Var}(X \mid T) = 10T \). Therefore, conditioning on \( T \) gives

\[
E(X) = E[E(X \mid T)] = E[10T] = 10E[T] = 5
\]

\[
\text{Var}(X) = E[\text{Var}(X \mid T)] + \text{Var}[E(X \mid T)] = E[10T] + \text{Var}[10T] = 10E[T] + 100 \text{Var}[T] = 5 + 25 = 30.
\]